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vSphere Configuration Profile

" Manage configuration at cluster level
= Ensures that all hosts in the cluster have consistent settings
= Eliminates the need for configuring each hosts manually
= Support per host settings overrides
= Enable operation at scale

= vSphere Configuration Profiles replace Host Profiles by improving
= Management
= Readability
= Performance

" Host Profiles cannot be attached to a cluster managed with
Configuration Profile



Cluster Configuration Document

= JSON document

= Validated using a JSON Schema erabeds

= Contains delta from default configuration
= Sections

v host-specific:

= Profile — common settings for all hosts

= Host overrides — per host settings s N
overriding the common settings e

= Host-specific settings — per host settings iips: sl hos;

= Metadata — additional information for the e
document B

= Hosts Identified by BIOS UUID

hostname:

v 1A280142-093E-45D5-F599-825A2D6943D2:

v 1A280142-093E-45D5-F599-825A2D6943D2:

"sc2-10-187-105-65.nimbus.eng.vmware. com"

"5CFF@142-571E-B676-69E3-4ACA86FB5254"
"DEBUGbuild-52983854"

"/Datacenters/Datacenter/host/Demo-3"

"sc1-10-78-131-197.nimbus.eng.vmware.com"




Prerequisites

= Cluster lifecycle must be managed with vSphere Lifecycle Manager Images (vLCM)
= ESXi hosts must be on versions ESXi 8.0 and above
= Requires Enterprise Plus license

= [n vSphere 8.0
= vSphere Configuration Profiles feature is launched as a supported Technology Preview -
https://kb.vmware.com/s/article/88629
= Restricted to customers that use vSphere Standard Switch (VSS)

= No vSphere Distributed Switch configuration & remediation 8.0

" |n vSphere 8.0 Update 1
= vSphere Configuration Profiles is launched as fully supported feature
= Support vSphere Distributed Switch in coexistence mode (no auto remediation for VDS)



Operations

* New Cluster (greenfield)
" Transition existing cluster (brownfield)

= Edit Configuration Document
= Create Configuration Draft

= Import Configuration
= Reference Host
= JSON Document

" Export Configuration & Schema
" Check Compliance

" Pre-check

" Review Impact & Remediate
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How to enable




New Cluster
Default Configuration Document will be Generated

New Cluster Basics

1 Basics
Name New Cluster

Location ER vcgaDC
@ vSphere DRS

@ vSphere HA

Enable vSAN ESA D

Manage all hosts in the cluster with a single image @

Choose how to set up the cluster's image
© Compose a new image
mport image from an existing host in the vCenter inventory

() Import image from a new host

Manage configuration at a cluster level @

CANCEL NEXT




Transition Cluster

= One click transition for
empty clusters.
= Default configuration document
generated

= Transition workflow for
brownfield clusters
= Eligibility check
= |mport configuration

= From JSON file
= From reference host

= Validate configuration

= Precheck & Apply configuration

vSphere Client O

<

m B B8 @

: sof2-10-41-79-150.eng.vmwar...
1 vcgaDC
[[2 vsan-cls
[ 10.41.79.162
[% 10.41.79.168
5] 10.41.79.161
50f2-10-41-79-156.eng.vmwar...
I vegabDC
] Cman
f# 10.41.79.174 (Mainte...
10.41.79.172
© 10.41.79.175
10.41.79.176
10.41.79.177
» 10.41.79.178
$ 10.41.79.179
10.41.79.180
7 test
test 2

() New Cluster

C @ & Administrator@VSPHERE.LOCAL v ) ©2%

(8] My Cluster : ACTIONS

Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Services

Manage configuration at cluster level ‘ CANCEL ‘

vSphere DRS
vSphere Availability
Configuration v Managing the configuration at cluster level using vSphere Configuration Profiles, ensures that all hosts in the cluster have the

Sickstart same settings, and eliminates the need for configuring the hosts manually, which enables smooth and easy operation at scale
uickstar

General

Key Provider > @ Create configuration
VMware EVC

Vibios roves > @ Validate configuration
VM/Host Rules

VM Overrides

1/O Filters 3 Pre-check and apply
Host Options

Host Profile

© Precheck completed and no issues were found.
Licensing

VSAN Cluster .
Impact preview

H!Ii “l:, HOST LEVEL DETAILS

« 0 hosts will be put into maintenance mode and then rebooted

Trust Authority
Alarm Definitions
Scheduled Tasks

vSphere Cluster Services v

* 0 hosts will be put into maintenance mode.
General

Datastores
FINISH AND APPLY
Desired State

Image

Configuration

VSAN v

Services
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Day 2 Operations




Edit Cluster Configuration

= Creare Configuration Draft Configuration

(S No compliance information available.

Settings Draft Compliance Operation Details

= Edit Document

viewing unapplied draft of edited settings.

u U se th e D ra ft Ed ito r U I or | SHOW CHANGES | RUN PRE-CHECK | APPLY CHANGES

= Export Configuration Document & «| € Gobackiosystem
keyboard

INELWUTR

SChema and use your favourite JSON tEXt @ This setting is not overridden for any hosts
editor, than import back to vCenter =

network_vss

= Review and fix validation errors
= Run Precheck and Apply Changes

storage_nvmeof

= Optionally export configuration and
add document in source control

vmkernel

esx_update

software



Pre-check

Remediate Pre-check

@ No pre-check issues found
1 Pre-check
Pre-check finished at 06/27/2023, 4:37:11 PM
) Pre-check completed successfully.

v ) 10.41.79.174

) All pre-checks passed on the host and the host will be put
into maintenance mode for remediation.

> (D Notifications

Usercon



Review Impact Summary

Remediate Review Impact

SUMMARY HOST-LEVEL DETAILS

_ Remediating the hosts in the cluster will have the following impact:
2 Review Impact ) . .
P * 0O hosts will be put into maintenance mode and then rebooted.

* 1hosts will be put into maintenance mode.

|

‘ 1 Pre-check

BACK REMEDIATE

Usercon



Review Impact — Host-Level Details

Remediate Review Impact

HOST-LEVEL DETAILS
1 Pre-check

* Host will be put in maintenance mode.
* Configuration 'esx/system/keyboard' will be added on
the host.

use rcon




Remediate

(1 New Cluster { ACTIONS

Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Services

Configuration

Sl © Al hosts in this cluster are compliant. (Checked on 06/27/2023, 5:01:22 PM)

vSphere Availability

@ Remediation pre-check completed. No errors found.
Configuration

Quickstart l (@ Remediation completed successfully.

General

Key Provider Settings Draft Compliance Operation Details

VMware EVC

I DRAFT PRE-CHECK PRE-CHECK STATUS REMEDIATION STATUS
VM/Host Groups

VM/Host Rules

VM Overrides Remediation result
/O Filters Completed 06/27/2023, 5:01:10 PM

Host Options

Host Profile

Licensing &) 1Host succeeded + (1) O Hosts failed « (X) O Hosts skipped
VSAN Cluster
Trust Authority v ©10.41.79.174

Alarm Definitions v (D Notifications

Scheduled Tasks ~ " i L
D 06/27/2023, 5:01:10 PM: Configuration Apply task finished on host '10.41.79.174'
vSphere Cluster Services v
i) 06/27/2023, 5:01:07 PM: Configuration ‘esx:system:keyboard' remediation completed successfully.
General

i) 06/27/2023, 5:01:07 PM: Configuration 'esx:system:keyboard' remediation started.
Datastores

) D) 06/27/2023, 5:00:55 PM: Host in Maintenance Mode
Desired State

: (D 06/27/2023, 5:00:55 PM: Host entering Maintenance Mode
mage

) 06/27/2023, 5:00:55 PM: Configuration Apply task started on host '10.41.79.174'

VSAN v

Services
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Automation




Bootstrap ESXi host with desired config

AutoDeploy rule-based deployment
= Set cluster's desired software and configuration

= Create Rule to bootstrap servers into the cluster
= Power on servers

= Servers are added to the cluster

= Servers are compliant with desired software and configuration

= vSphereClient QO C @ & Administrator@VSPHERE.LOCAL v @ O&v

Auto Deploy @sranive.vmware.com




REST APIs

vSphere Client Q) C @

2, Administrator@VSPHERE LOCAL v

Developer Center
() Home

shortcuts Overview APl Explorer Capture

Inventory
Select Endpoint 2 Select API
{5 Content Libraries
fo Workload Management
lobal Inventory Lists

API Categories

[ Policies and Profiles
v settings/clusters/configuration
Auto Deploy
/api/esx/settings/clusters/{cluster)/configuration Get the cluster configuration and related metadata. The configuration returned by this APl only contains the user-visible
configuration properties available for a the cluster. if you do not have all of the privileges described as follows: - Operation
execution requires Vintegrity ClusterConfiguration. View. - The resource ClusterComputeResource referenced by the
parameter cluster requires Veintegrity.ClusterConfiguration.View.
/apifesx/settings/clusters/(cluster)/configuration?action=exportConfig This API will export the configuration associated with the cluster. if you do not have all of the privileges described as follows: -
Events »POST Operation execution requires Vcintegrity ClusterConfiguration.Export. - The resource ClusterComputeResource referenced by
© Tags & Custom Attributes the parameter cluster requires Vcintegrity ClusterConfiguration. Export.
£ Lifecycle Manager SPOST /apifesx/settings/clusters/{cluster)/configuration?action=apply&vmw-task=true Applies the cluster configuration associated with the cluster on the hosts associated with the cluster.
/api/esx/settings/clusters/{cluster}/configuration?action=precheck&vmw-task=tr This API will perform precheck of the desired cluster configuration on each of the hosts in the cluster. The API will check
against the desired image schema whether the desired configuration has added any requirements for the host to be put in
maintenance mode o to be rebooted. The API will also invoke plugins provided by the configuration owner to detect if the

ud Provider Services

host needs to be put in maintenance mode or to be rebooted. If any host needs to be put in maintenance mode or rebooted,
prechecks will be performed at the cluster and host level. The result will specify the validation errors if the desired
configuration is not valid on the host. If valid, the result will specify host impact of the desired configuration, and list the
configurations that will change on applying the desired configuration. If host impact is maintenance mode or reboot, precheck
results will also be specified in the result.

/api/esx/settings/clusters/{cluster)/configuration?action iate&vmw-task=true Check whether the desired cluster configuration is valid.

/api/esx/settings/clusters/(cluster)/configuration?action=importConfigkvmw-task=true This API replaces the existing desired configuration of the cluster with the configuration provided in the input parameter
document. The APl will internally validate the input configuration against the configuration schema derived from the cluster
software specification associated with the cluster. If the input configuration document passes validation, then it will be the
desired configuration of the cluster. The result will specify whether the input document was import successfully. The result will
also list the validation errors in case the import operation failed.

>POST /api/esx/settings/clusters/{cluster)/configuration?action=checkCompliance&vmw-task=true Check all the hosts in the cluster for compliance with the desired document.

> settings/clusters/configuration/audit_records

% settings/clusters/configuration/drafts

> settings/clusters/configuration/reports/last_apply_result

> settings/clusters/configuration/reports/last_compliance_result
> settings/clusters/configuration/reports/last_precheck_result

> settings/clusters/configuration/reports/recent_tasks

» settings/clusters/configuration/schema

> settings/clusters/enablement/configuration

> settings/clusters/enablement/configuration/transition

> settings/hosts/configuration

Pin menu

Alarms




Useful Links

= Transitioning from Host Profiles to vSphere Configuration Profiles

= https://core.vmware.com/resource/transitioning-host-profiles-vsphere-
configuration-profiles

= vSphere Configuration Profiles - Demo Videos
= https://core.vmware.com/vsphere-configuration-profilesttdemos

= Documentation for Technology Preview of vSphere Configuration Profiles
feature.
= https://kb.vmware.com/s/article/88629
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If you liked this,
yvou should also try




ower Actions 1.

— vSphere Client O\

Developer Center
Overview API Explorer Code Capture

Console

[Ty Script Library

{ Script Runs
Console o i s CorhT
Set-PowerCLIConfigurat

Name Port User

5¢2-10-185-108-80.nimbus .eng... 443  VSPHERE.LOCAL\Administrator

PS /app> Get-WM

Name PowerState Num CPUs MemoryGB

WM-RedhatEnt74_64bit PoweredOff 1 2.000

VMware-Power-Action.. PoweredOn 4 8.000
VM-Windows20816_64bi.. PoweredOff 1 4.0800
WM-Windows2016_64bi.. PoweredOff 1 4,000

PS /app> ]

Alarms

Task Name T Target T status T Details

T

Initiator

T

(G & Administrator@VSPHERELOCAL v

Queued
For

v

Start Time

Completion Time

@ O

Server




VMware vCenter Converter 6.4

= \/Mware vCenter version 8.0 TS
= \/Mware ESXi version 8.0
VMware vCenter~
= \VMware Workstation version 17 Converter Standalone

= \/Mware Fusion version 13
= NVMe disk controllers

. . o InstallShield Wizard
= Paravirtual SCSI disk controllers el

property laws in
or more patents

i YMware vCenter Converter Standalone Setup is preparing the
\-0 InstallShield Wizard, which will guide you through the program
setup process. Please wait.

= V IVI H a rd Wa re Ve rS i O n S u p p O rt u p to Extracting: VMware vCenter Converter Standalone.msi
v20 e

= UEFI secure boot

usercon



vSphere Ul Advanced Filter

Hosts

Hosts

& 104179161 Advanced Filter ~ ¥ ADD NEW (Consumed Memory % (CIEEUIIETIED) ( Memory Size (5) CINIIIEIED) (_Nom- CUITTMIEIIIED) < HIDE CLEAR ALL
10.41.79.62
State Status Cluster Consumed Memory % Uptime Memory Size (MB)
10.41.79.168 n
10.41.79.162 Connected /N Warning ] vsan-cls ] 5 8 days 32,763.43 MB
104179172 -
10.41.79.168 Connected '\ Warning vsan-cls 8 days 32,763.43 MB
10.41.79.174 (Maintenance Mode)

10.41.79.172 Connected /N Warning My Cluster 8 days 8,187.43 MB

4179 . .
10.41.79175 10.41.79.174 (Maintenance Mode) Maintenance Mode & warning New Cluster & days 8187.43 MB
10.41.79.176

10.41.79.175 Connected Warning ] My C 8 days 8,187.43 MB

10.41.79.176 Connected {5 Warning ] My C 8 days 8,187.43 MB
10.41.79.177 Connected Warning ] My 8 days 8,187.43 MB
0.41.79.178 Connected /N Warning (Ch _my 8 days 8,187.43 MB

10.41.79.180 P 10.41.79.179 Connected /N Warning ] My 8 days 8,187.43 MB

Connected /N Warning 8 days 8,187.43 MB

Manage Columns I ‘ Export 3 10 items




vSphere Ul Capacity and Usage summary
card

vSphere Client (O C @ & Administrator@VSPHERE LOCAL

10.41.79.172
N

$0f2-10-41-79-150.eng.vmware.com
B veqanc ues and Alarms
1% vsan-cis

10.4179.162

10.41.79.168

enabled

10.41.79.161 Host Details i Capacity and Usage
% s0f2-10-41-79-156.eng vmware.com Last updated at 1212 AM
[ veqaDC ) . cPU
0 Cma yperviser " e [

Model L
My Cluster 01GHz used 419 GHz capacity

esso ! ) Gold
& 104179172 ProcesserType J Memory 5.86 GB free

10.41.78.175
10.41.79.176

jical Process

NICs: 2 8GB cap:
10.41.79177

10.41.79.178
10.41.79.179

Virtual Machines:

. Uptime:
10.41.79.180

test
D test 2

Cluster

10.41.79.174 (Maintenance Mo.. Configuration

Cluster




Send Feedbac

Send Feedback

(i) Help us improve the vSphere Client by sharing your feedback with the
team!

I
Select a type A Problem ¥ _Compliment @ ldea

Description :
Your feedback is welcome!|

Email address

details
UPLOAD IMAGE I .png, .jpeg files supported

CANCEL ’

Uuse rcon
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