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Agenda

What we will look at in this presentation

Which Tanzu are we discussing?

Compare vSphere with Tanzu to VCF with Tanzu (vSphere with Tanzu on VCF)
Deployment steps: HAProxy / Load Balancer Service

Deployment steps: Workload Management / Supervisor cluster

Deployment steps: TKG ‘guest/workload’ cluster

An introduction to the vSAN Data Persistence platform (DPp)
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Let’s clarify which Tanzu | will be talking about

TKGI - Tanzu Integrated

TKGm - Tanzu Multi-Cloud

TKGS - Tanzu Service

This is the product formerly
known as Enterprise PKS

(Pivotal Container Service)

This is now rebranded as
Tanzu Kubernetes Grid
Integrated (TKGI)

| will not be talking about this
Tanzu

mwa re® Confidential | ©2021VMware, Inc.

This is the version of Tanzu
Kubernetes Grid which can be
deployed on public and
private clouds

It uses a management cluster
to manage create/scale/delete
of Tanzu Kubernetes clusters

It is branded as Tanzu
Kubernetes Grid multi-cloud
(TKGm)

| will not be talking about this
Tanzu

This is the version of Tanzu
Kubernetes Grid which can be
deployed on vSphere with
Tanzu

It is branded as Tanzu
Kubernetes Grid Service
(TKGS)

It create similar Tanzu
Kubernetes clusters to TKGm

This is the version of Tanzu
that | will be talking about
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vSphere with Tanzu

Supervisor
Control
Plane

L

Virtual
Machines

vmware

() cormac-ns

Summary Monitor

Status
Created 3/23/21

Config Status @
@ Running

Kubernetes Status (@)

@ Active

Location
[ CH-Cluster
vcsa-cormac.eng.vmware.com

Link to CLI Tools
Copy link = Open 7

ACTIONS .

Configure Permissions

Compute Storage

Permissions

You haven't given any devops
access to this namespace. Add
some permissions to let your
devops team directly manage
this namespace.

ADD PERMISSIONS

Network

Storage

0

Persistent Volume Claims

Storage Policies @
VSAN Default Storage P_.. | No limit

EDIT STORAGE

Capacity and Usage

cPU No limit
12.57 o

Memory No limit
12268

Storage No limit

OMB

EDIT LIMITS

Tanzu Kubernetes Grid
Service

1

Tanzu Kubernetes clusters

Content Library eoir

Kubernetes

Control Plane Nodes @
@ Unhealthy Nodes (0)
@ Healthy Nodes (1)

VIEW ALL

vSphere with Tanzu / Workload Management

O

O I} ===

vSphere/vSAN

111 O Il

11 O Il

11 O Il
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vSphere with Tanzu

TKG Cluster 4

TKG Cluster 1 TKG Cluster 2

PodVM PodVM ettt ettt
App 1 App 2 5 I Native | o T Native i
Applications ; Applications ;

@ @ Control Plane Control Plane

1 1

| | | |

Supervisor Node Node Node Node Node Node
Control

Plane
> vSphere with Tanzu / Workload Management

vSphere/vSAN ‘

Virtual

Machines 1l O 1| {1l O M| === |1 O 1| {1 O I}l O Il

ESXi hosts
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vSphere with Tanzu / VCF with Tanzu

Compare and Contrast



VMware Cloud Foundation (VCF) with Tanzu

App-focused Management | Dev & IT Ops Collaboration
VMware Cloud Foundation 4.0
¢ B
VMware Cloud Foundation Services
4 KUBERNETES & RESTful APIs > ¢
Developer Tanzu Runtime Services Hybrid Infrastructure Services

Tanzu Kubernetes D Network Service vCenter

Sl SEryigs Registry Service g Storage Services Server

— L
vSphere NSX-T VSAN VRealize

Intrinsic Security & Lifecycle Automation

Data Center Edge % Service Provider < Public Cloud
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Admin




7.0 Update 1/Update 2 Announcement - vSphere with Tanzu

App-focused Management | Dev & IT Ops Collaboration | Use existing vSphere

0‘ vSphere 7.0 U1/U2
]

KUBERNETES & RESTful APIs

73

Developer Runtime Services Infrastructure Services

Tanzu Kubernetes
Grid Service

Network % Storége vCenter
Service Server

Service

— @
g
vSphere BYO BYO BYO
Network Storage Load Balancer

The fastest way to get started with Kubernetes

mwa re® Confidential | ©2021 VMware, Inc. 8




vSphere with Tanzu Releases/Editions

vSphere 7.0 (VCF) with vSphere 7.0U1 with Tanzu

— for smaller deployments

vSphere 7.0U2 with Tanzu

Tanzu — Designed for

Production at Scale ~ FrocueEen resel

VCF is required VCF is not required VCF is not required
NSX-T Load Balancer NSX-T not required. VDS NSX-T not required. VDS
_ networking supported networking supported

NSX-T provides PodVM-

PodVM traffic overlays HAProxy Load Balancer NSX Advanced Load Balancer

PodVM support No PodVM support (when No PodVM support (when

) NSX-T not used) NSX-T not used)

Calico CNI only for TKG cluster

Pod to Pod Traffic Antrea & Calico CNI for TKG Antrea & Calico CNI for TKG
Pod to Pod Traffic Pod to Pod Traffic

Integrated Harbor Image

Registry, built on PodVMs No Harbor Image Registry No Harbor Image Registry
(since no PodVM) (since no PodVM)

VIMWArIrE' oicential | 02021 viware. inc. *CNI| - Container Network Interface 9



vSphere 7.0U1/U2 with Tanzu Requirements

v/

S

vmware

vSphere 7.0
Update 1/ Update 2

DRS & HA must be
enabled on the
cluster

A Content Library
with a subscription
for TKG images

Confidential | ©2021VMware, Inc.

—

s

3-node or higher
vSphere cluster to
accommodate 3-
node Supervisor
cluster control plane

Appropriate
Storage Policies
should be created

Network
requirements, such
as valid IP address
ranges

w

+

Shared storage
across all ESXi hosts
in the cluster

HAProxy or NSX
ALB for Load
Balancer IP range

Enterprise Plus with
Tanzu Edition
Licenses




Step 1. HAProxy Load Balancer

Deployment Steps



Option 1 - Combined FrontEnd & Workload Networking

Check out VMworld 2020
session KUB2469

Combined Workload + FrontEnd / Load balancer Network

2 NIC approach

Management Network

The FrontEnd /
Load Balancer
network are on the
same segment

VC

Extra care needs
to be taken when

_ e
vSphere
address ranges for

h K
o 1j o mj««- [ o ] [11_o 1] [1_o 1l SaCh NEBWOT

Vv
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Option 2 — Separate FrontEnd Networking

FrontEnd / Load balancer Network

Workload Network <$> 3 NIC approach

Management Network A route is required
between the
FrontEnd / Load
Balancer network
and the Workload

Ve network if the HA-
Proxy is deployed
v with 3 NICs

1o 1] {1l o | === |1l o Iif 1 O 1} |1l O Il
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Step 1 - Deploy HAProxy

Providing Load Balancer services to vSphere with Tanzu

haproxy-v0.17 - New Virtual Machine from Content Library

1 Select a name and folder

3 Review details
Deployed as OVA 4 License agreements
5 Configuration
6 Select storage

7 Select networks

LR e i T

- 2 NIC network -
management with
combined workload &
frontend,

9 Ready to complete

- 3 NIC network - separate
workload & frontend

FrontEnd network ==
Load Balancer network ==
Virtual IP (VIP) network

Note CIDR formats

2 Select a compute resource

8 Customize template

2.6. Workload Gateway

2.7. Frontend IP

2.8. Frontend Gateway

3. Load Balancing

3.1. Load Balancer IP Ranges, comma-separated in
CIDR format (Eg 1.2.3.4/28,5.6.7.8/28)

3.2. Dataplane APl Management Port

3.3. HAProxy User ID

3.4 HAProxy Password

The gateway address Ter the werklicad netwerk

182.50.01

(Opticnal) The static IP address for the appliance on the Frentend Pert Greup in
CIDR fermat (Eg. ip/subnet mask bkits). This IP must ke cutside of the Lead Balancer
IP Range

192.5G.0.17C/24

(Opticnal) The gateway address fer the frentend netwerk

182.50.01

4 settings

The IP ranges the lcad balancer will use fer Kubernetes Services and Centrel
Planes. The Appliance will currently respend te ALL the IPs in these ranges whether
they're assigned or not. As such, these ranges must nct cverlap with the IPs

assigned for the appliance or any cther VMs con the network

192.50.0.176/29

Specifies the pert on which the Dataplane APl will be advertized cn the

Management Network.

5556

Specifies the user ID used to authenticate tc the Dataplane API.

admin

Specifies the passwerd used tc authenticate tc the Dataplane API. (6-128

characters)

Password vmware _

Confirm Password vmware x_

CANCEL BACK NEXT
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HAProxy Virtual Appliance Considerations
|P Addresses & Ranges

Static IP addresses required for HAProxy on Management and Workload networks
« The IP address format must be in CIDR format, e.g. 192.168.100.100/24

HAProxy FQDN is required on the Management network, so DNS must be present

3 distinct ranges of IP addresses are required for vSphere with Tanzu deployment

Front-End / Load Balancer Management Network Workload Network
Network (Supervisor Nodes) (Supervisor and TKG Nodes)

Contiguous range of N* |P Contiguous range of 5 |P Contiguous range of N* |P

addresses, provided in a addresses, provided during addresses, provided during

CIDR format. Workload Management Workload Management
enablement. enablement.

Required during HAProxy

setup. Required during Tanzu Required during Tanzu
setup. setup.

. * N is a number defined by the administrator,
Vmwa I’e Confidential | ©2021 VMware, Inc. depending on environment requirements 15
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Useful Tools
Verifying CIDR ranges start & end, and HA-Proxy Load Balancer IP Addresses

€2 IP Range - Angry IP Scanner

Scan Goto Commands Favorites Tools Help
IPADDRESSGUIDE

HOME IPV4 TOOLS ~ IP Range: | 1027.62.0 | o[ 10276266 | P Range v| %
L R Hostname: I ch-jump-02 | W |Netmask v] I P start I =

c| DR to IPV4 CO nversion Ping Hostname Web detect ™m HTTP Sender  PacketLoss MAC Address
[n/a] [nf5] [n/s] [nfs] [n/s] [nfs] [n/s]
[n/a) [nfs) [n/s) [nfs] [nfs] [nfs) [nfs)
[n/a) [nfs) [n/s) [nfs] [nfs) [nfs) [n#s)
Oms cs-tse-prd-dns.cslvmware.com Apache/2.2... 10 Mon, 16No...  0/3 (0%) 58:8D:00:EE:68:80

0ms [n/a] lighttpd/14... 10 Mon, 16No...  0/3 (0%) SR6D:00:EE:68:60
single IP address can be used to designate many unique IP addresses with CIDR. A CIDR IP address looks like a normal IP address except that it 62, [n/a] [n/s] [n/s] [n/s] [n/s] [n/s] [n/s]

ends with a slash followed by a number, called the IP network prefix. CIDR addresses reduce the size of routing tables and make more IP 62, [nfa) [nfs) [n/s) [nfs] [n/s] [n/s) [n/s)

dd ilable within izati 62 Infal  [nfs) [nfs) [nfs] In/s) [nfs) Inss)

[n/a) [n/s]) [n/s] [n/s] [n/s] [n/s) [n/s]
62 0ms [n/a) [n/a] 10 [n/a] 0/3 (0%) S@6D:00:EE:68:80

62, [n/a] [n/s] [n/s] [n/s] [n/s] [n/5] [n/s]

62 [n/a) [n/s) [n/s) [nfs) [nfs) [n/s) [n/s)

[n/fa) [nfs] [n/s] [nfs] [n/s] [nfs] [n/s]

Result 6. ol [ofs) In/s] ns] 2] Invsl
Oms [n/a) [nfa] [nfa] 03 (0%) SB:6D:00:EE:66:80
CIDR Range 192.50.0.176/29 62, Oms [n/a] [n/a] [n/a] /3 (0%) 56:8D:0%EE:68:80
0ms [nfa) nginx/1,19.3 Mon, 16No...  0/3 (0%) 58:80:0%EE:68:80
Netmask 255.255.255.248 62 0ms [nfa) [n/a) [nfa) 0/3 (0%) 58:80:00E€:62:80
Oms [n/a] [n/a) [n/a] 0/3 (0%) 58:8D:09:EE:66:80
Wildcard Bits 0.0.0.7 2. 0ms [nfa] [n/al [n/a] 03 (0%) 58:6D:00.EE:66:80
0ms [n/a] [n/al [n/a] 0/3 (0%) 58:6D:00:EE:68:80
Oms [nfa) [n/a) [nfa] 0/3 (0%) 58:80:0%EE:68:80
0ms [n/a) [nfa) [n/a] 0/3 (0%) 58.60:00:EE:66:50
Oms [n/a) [n/a) [n/a] 0/3 (0%) 58:8D:09:EE:66:80
Oms [n/a] [n/a] [n/a] 073 (0%) SB:6D:00:EE:68:80
0ms [n/a] [n/a] [n/a] 0/3 (0%) 58:8D:00:EE:68:80
Oms [nfa] [nfa) [nfa] 0/3 (0%) 58:80:0%EE:62:80
0ms [n/3) [nfa) [n/a] 0/3 (0%) 58.60:00:EE:66:80
Total Host 8 \62. Oms [n/a) [n/a] [n/a] 0/3 (0%) 58:8D:00:EE:68:80
0ms [n/a] [n/a] [n/a] 0/3 (0%) S&ED:00:EE:68:80

CIDR 62, [n/a] [n/s] [n/s] [n/s] [n/s] [n/s]

[nfa] [nfs) [n/s) [nfs] [n/s] [n/s]

[nfa) [nfs) [nfs) [nfs) [nfs] [nfs)
5 O0ms [n/a) nginx/1.16.1 Mon, 16No...  0/3 (0%) 58:8D:09:EE:68:80
\62. 0ms [n/a] nginx/1.16.1 Mon, 16No...  0/3 (0%) 58:68D:0%:EE:66:80
.62, Oms [n/a] nginx/1,16.1 Mon, 16No...  0/3 (0%) 58:8D:09:EE:68:80

[n/a] [n/s] [n/5] [n/s] [n/s] [n/s)

CIDR is the short for Classless Inter-Domain Routing, an IP addressing scheme that replaces the older system based on classes A, B, and C. A

First IP 192.50.0.176
First IP (Decimal) 3224502448
Last IP 192.50.0.183

Last IP (Decimal) 3224502455

192.50.0.176/29

https://www.ipaddressguide.com/cidr https://angryip.org/
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HAProxy Deployed

3 NIC/Network configuration - verify Load Balancer |IP addresses

FrontEnd Network

Workload Network $ Management
network - to

communicate to
Supervisor Cluster

Management Network

Workload network

- TKG cluster
HA nodes address
VC
Proxy range
A4 A4
Frontend network
address range
[ o 1]l o Hif === 11 O 1} (It O i o Il
Use an IP scanner
to check them
Vmware® Confidential | ©2021 VMware, Inc. 17



https://<HA-PROXY-FQDN>:5556/v2
Verifying that HAProxy is responding on port 5556

Using the above URL, provide the admin credentials added during HA-Proxy deployment
Signin
https://haproxy.rainpole.com:5556

Usemame admin

- O X

— C A htips//haproxy.rainpole.com:5556 /2 ”

@ https://haproxy.rainpole.com:55 X +

[{“description*:"Return Data Plane API OpenAPI specification®™,“title":"Data Plane API Specification®™,“url™:“/specification™},
{"description":"Returns cluster data™,"title":"Return cluster data™,"url™:"/cluster"},{"description™:"Returns a list of API
managed services endpoints.™,"title":"Return list of service endpoints","url™:"/services"},{"description":"Return Data Plane API

OpenAPI v3 specification™,"title":"Data Plane API v3 Specification™,"url™:"/specification_openapiv3"},{"description™:“Return API,
hardware and 05 information™,"title":"Return API, hardware and 0S5 information™,"url"™:"/info"}]
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Step 2. Workload Management
(Enabling vSphere with Tanzu)

Deployment Steps




Step 2 - Deploy Workload Management/vSphere with Tanzu

New Workload Management view in the vSphere client

vm vSphere Client

() Home
Select Cluster, & Shortcuts Workload Management
control plane S vorm o ¢ mack View preReoUISTIES

resources, storage (@ VMs and Templates

pO| |Cy - Sterage v 1. vCenter Server and Network Select a vCenter Server and a network to enable a cluster
! Networking

|+

EZ Content Libraries

-
Provide network ~prrem—o
details for N

S § Policies and Profies
management, B auto Depioy
Workload and Hybrid Cloud Services Select a vCenter ) VCSA-06.RAINPOLE.COM ~ (@
<|> Developer Center

fro N te N d / |Oa d Select the networking stack that will provide connectivity to the Workload Management platform.
X Administration
ba | a n Ce rS Select a networking stack option

[*] Tasks

P2y /A You must configure an HA Proxy instance with your vSphere environment before you setup Workload Management. Learn more %
You cannot complete the Workload Management setup without an HA Proxy instance.

To enable Workioad Management on a cluster, sedect the vCenter Server system that hosts the cluster.

g Events

| P I’a ng eS fO r a ” 3 {A_ Z:::Zu::‘:qzmnmes © vCenter Server Network
networks are
p rOVi d ed d u rl n g ® vRealize Operations

this step

Supports Tanzu Kubemetes clusters.

DRaas

vrr'WareO Confidential | ©2021VMware, Inc. 20




From Configuring to Running
Control Plane address switches to Load Balancer |P address

Workload Management

Namespaces Clusters Updates
ADD CLUSTER
Cluster 1 Namespaces Hosts
() oCTo-Cluster A o 4
Workload Management
Namespaces Clusters Updates
ADD CLUSTER
Cluster 4 p Namespaces Hosts
() oCTo-Cluster A o 4
®
mware Confidential | ©2021VMware, Inc.

Management network |IP address

Config Status

(" Configuring (1)

Control Plane Nod« CPU for name spa« Memory for name

10.27.51.191 0 0

Load Load Balancer |P address

Config Status

& Running

Control Plane Nod« CPU for namespa« Memory for name

192.50.0176 0 0

Storage for name:

55211 TB

Storage for name!

5521 TB

Load Balancer IP address provided by HA-Proxy

v Filter

Current Version vCenter

vesa-06.rainpele.com

v Filter

Current Version vCenter

V1.18.2-vsc0.0.5-16762486 vesa-06.rainpele.com

Note change from Management IP address to Load Balancer IP address

21



vSphere with Tanzu Up & Running —

Supervisor cluster control plane successfully deployed

Supervisor Control

Developer
FrontEnd Network Plane A; Server e
orkioad Network : Supervisor cluster
control plane
Management Network hOdeS have
interfaces that
connect to
management
1 L network and
VC L HA L svi | sv2 (| sy H workload networks
Proxy | e
v A V4 v Voo Kubernetes API

server provided
with Load
Balancer IP on

[l o Hif i o 1| === (1 o 1] (1 O I} [l O Il Frontend network
by HAProxy
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S ]
e

, 1 - )
. | |

vSphere with Tanzu
Deployment Demo
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Shortcuts

Inventories

Administration




Steps 3 & 4. Namespace & TKG Cluster

Deployment Steps



Step 3 - Create a Namespace
Resource Allocation / Multi-Tenancy in vSphere with Tanzu

Create resources
for developer

Set Permissions

Assign Storage
Policies

Set Limits on
Resource Usage

Monitor TKG
clusters

Content Library
details

vmware

@) cormac-ns

Confidential

Summary Monitor Configure

Status Created 9/23/20

Config Status @

@ Running
Kubernetes Status @
@ Active
Location

A ocTo-Cluster

[ vesa-06.rainpole.com

Link to CLI Tools

Ceopy linklD Cpen(d

Status and
Location info,
including links to
download
Kubernetes CLI
Tools

| ©2021VMware, Inc.

ACTIONS VvV

Permissions Compute Storage

Permissions

You haven't given any devops
access to this namespace. Add
some permissions to let your
devops team directly manage
this namespace.

ADD PERMISSIONS

Permissions to
Edit or simply
View in a
namespace

Network

Storage

You haven't added any storage
policies for this namespace. Add
some policies to let your devops
team access persistent storage.

ADD STORAGE

Storage to select
which Storage
Policies become
Kubernetes
Storage Classes in
this namespace

Capacity and Usage

CcPU Ne limit

O MHz

Memory Ne limit

O MB

Stcrage Ne limit

EDIT LIMITS

Capacity and
Usage set limits on
CPU, Memory and
Storage in the
namespace

Tanzu Kubernetes

O

Tanzu Kubkernetes Clusters

Content Library ECIT

Kukernetes

VIEW ALL

Tanzu Kubernetes
reports on any
'guest’ cluster
deployed in the
namespace.
Content Library
holds available
images
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Working in the context of Supervisor Cluster Namespace
Login and Logout commands allow easy switching of contexts

> kubectl-vsphere login \
--insecure-skip-tls-verify \

--vsphere-username administrator@vsphere.local \ K8s Admins (and

--server=https://192.50.0.176 developers) can
login and work in

Password : * % x k% & xkk**x the context of the

vSphere
Namespace to
build Kubernetes

Logged 1n successfully.

You have access to the following contexts: : ) :
192.50.0.176 objects, including

cormac-ns guest TKG clusters

--server takes
Supervisor cluster
control plane IP
address

If the context you wish to use i1s not in this list, you may need to
try logging in again later, or contact your cluster administrator.

To change context, use " kubectl config use-context <workload name>"

Vmware® Confidential | ©2021VMware, Inc. 27
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Step 4 — Deploy a Tanzu Kubernetes “Guest/Workload” Cluster

Upstream, compliant, VMware engineered and VMware supported K8s distro

1 control plane node

2 worker nodes

Image to use, must
be in content library

apiVersion:
kind:

name :
spec:
topology:

run.tan

controlPlane:

count:
class:

1
guarant

storageClass:

workers:
count:
class:

2
guarant

storageClass:
distribution:

version:

Confidential | ©2021VMware, Inc.

v1l.17.8

zu.vmware.com/vlalphal

TanzuKubernetesCluster
metadata:
tkg-cluster-01

eed-small
vsan—-default-stofage-policy

eed-small
vsan—-default-storage-policy

TKG “guest” or
TKG “workload”
clusters are
deployed through
a simple YAML
manifest

Images available
via synchronized
content library




TKG Cluster Up & Running

Guest cluster successfully deployed

Supervisor Control TKG Control Plane
FrontEnd Network Plane API Server API Server Developer
Workload Network ® TKG nodes
deployed on the
Management Network workload network
Kubernetes API
service and any
1 S N , load balancer
e | HA L e H s H | svs Hi| [ TfG Ll TK1G I TVPV<2§5 services provided
Proxy | : T L I by HA-Proxy on
% vV \ Voo RV AV \% Frontend network

[l o 1] {1l o M| === {11 o I |l O I} (Il O Il
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Working in the context of Tanzu Kubernetes
Login and Logout commands allow easy switching of contexts

> kubectl-vsphere login \
--insecure-skip-tls-verify \

--vsphere-username administrator@vsphere.local \
--server=https://192.50.0.176 \ Kubenmﬂeg
--tanzu-kubernetes-cluster-namespace cormac-ns \ Cluster admins
--tanzu-kubernetes-cluster-name tkg-cluster-01

(or developers)
can login and

Password: X ** &k kxx &4k work in the
Logged in successfully. context of the
TKG cluster
You have access to the following contexts:
192.50.0.176 TKG is a VMware
cormac-ns engineered &

tkg-cluster-01 supported
Kubernetes

If the context you wish to use is not in this list, you may need to try distribution
logging 1n agaln later, or contact your cluster administrator.

To change context, use " kubectl config use-context <workload name>"

Vmware® Confidential | ©2021VMware, Inc. 30
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(7 vSphere - Namespaces

rainpole.com

@ New vCenter server updates are available IEW UPDATES

3

Name

() cormecns Workload Management
Namespaces Clusters Upcates
NEW NAMESPACE

Config Statu CPU (Used | Limit} Memory (Used | Limit) t ( Description

No Lim D | No Limit

Recent Tasks Alarms
Task Name arget v v tus 1 v Queuved For

7 e




VSAN Data Persistence
platform

vSphere with Tanzu



Consume Resources for Modern Apps in a More Efficient Way
VMware VSAN Data Persistence platform (DPp)

Partner
Kubernetes
Operators

Kubernetes
K8s Pods

DEALEMC
ECS

(' MINIO

CLOUDIAN

Service

deployment
& scaling

Service data Service
migration monitoring

TCO

Optimized
Storage

VCSA

SAN Direct Configuratior

SSD

SSD

vmware

|/ VSAN
<

Confidential | ©2021VMware, Inc.

r VSAN Direct Confi
' SSD ' J ‘ @: SSD
vSphere vSphere

Framework for integrating
stateful apps on vSAN*
Simplified
SElles Placement management for
Operations . . - .
application resilient solutions

Awareness of vSphere

Storage management operations
Orchestration

Available with VCF 4.2 with
Tanzu

« Minio S3 Object Store

Optimized « Cloudian S3 Object Store
Storage

*Requires 3 party plug-in
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Thank You

Learn more at:
cormachogan.com



https://cormachogan.com/

