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Interactive Roadshow
Chat functionality and Q&A parts

Please use the chat function to ask questions



Agenda Build or Pull Containerized Workload?
Creating Self-Service Consumable Pools of Resources

Consumption Strategy
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Build or Pull Containerized
Workloads?
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Containers Displacing Commercial Off-the-Shelf Software (COTS)
According to IDC Predictions

Build or pull?

Cloud-native applications

expected over the next 5 years
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Vendor Application Container Market Development
From 1.6 billion in 2018 to 5.5 billion USD by 2023

vmware

Global Application Container Revenue ($m)

$5,516
214 Total vendors tracked
28.5% 54,4?7
0 Vendors with $25m+ in 2018E total 2018-23 CAGR
application container revenue
$3,583
7 Vendors with $15m-25m in 2018E $2334
total application container revenue ’
$2,161
Vendors with $5m-15m in 2018E
total application container revenue $1,572
164 Vendors with $0-5m in 2018E total
application container revenue
2018 2019 2020 2021 2022 2023

Source: 451 Research
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A Modern Application Architecture
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A Modern Application Architecture

How do | deploy this
app?

How do | operate it on
day 2?

Developer

What tools can | use
with it?
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CONTAINERIZED

APPLICATION

How do | ensure the
availability of this

app?

How do | ensure its
security?

How do | deliver
quality of service?

!
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How do | control cost
of our infrastructure?
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IT Ops




VMware efforts for supporting Kubernetes

A lot of work happened behind the scenes

Kubernetes Project Hatchway

released Officially released

NSX-T 2.x
Officially released

vSphere with Kubernetes

VMware announced at VMworld
acquires 2019
Heptio

2015 2017

Providing persistent
storage volumes to
containerized
workloads
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2018

Supporting cloud-
native applications by
providing granular per-

container network
policies, container to

container L3
networking and load-

balancing for

microservices

2018 2019
Heptio provides Supporting TKGS and
professional services native vSphere Pods

for enterprises that
adopting or using
Kubernetes
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vSphere 7
with Tanzu

Tanzu
Kubernetes

Grid Service
(TKGS)



vSphere Pod

A Lightweight take on virtual machines

vSphere 7
with Tanzu
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vSphere Pod

Container Container

Container Engine

Linux Kernel
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Self-Service
Platform for
developers

222222222222222

Infrastructure
centrally
managed by
Ops teams




Creating Self-Service Consumable
Pools of Resources
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Enable Workload Management on vSphere Cluster

Workload Management

vm vSphere Client

Workload Management enables deploying and managing Kubernetes workloads in vSphere. By using Workload Management

you can leverage both Kubernetes and vSphere functionality. Once you configure a vSphere cluster for Workload Management

you can create namespaces that provide compute, networking, and storage resources for running your Kubernetes

- @
applications. You can conhg:'e names(pafes with policies for resource consumption [i'l @ @ @ Na mes pa ces ACTIONS
0ad Management (7
v [ vesaZ.lab.homede.nl summary Monitor Configure Permissions Resource Pools VMs
w [if] HomeDC )
Ed = This pool / Total
W
> MGMT VMs and Templates: 3/3
Learn more about configuring Kubernetes support for your cluster [
2 i ! X v [ Mx | Powered on VMs: 3/3
Network Support HA and DRS Support Storage Policy [ nx1lab.homede.nl j A Child Resource Pools:  0/0
Child vApps: o/0
You can select between two networking stacks You must enable vSphere HA and DRS in fully You must create storage policie [0 nx2.ab.homedc.ni
when configuring Workload Management automated mode on the cluster where you set determine the datastore placement of the
NSX-T: Supports vephere Pods and Tanzu up Workload Management Kubernetes control plane VMs, containers, and El nx3.lab.homedc.nl
b dies diiers images. You can create storage policies v Name spaces
VCenter Server Network: Supports Tanzu associated wih different storage classes.
i & SupervisorControlPlaneVM (1) Resource Settings
& SupervisorControlPlaneVM (2)
DOWNLOAD CHECKLIST VIEW DRS/HA DOCUMENTATION VIEW STORAGE POLICIES e X
¥ SupervisorControlPlaneVM (3) Scalable Shares Mot scaled (but, descendants' shares scaled)
Load Balancer Tanzu Kubernetes Grid ﬁ' HAProxy018 CPU
If you use the vCenter Server network, you must You must create a content library on the selected Shares Normal (4000}
configure a load balancer to support the network vCenter Server system. The VM image that is Reservation Expandatﬂe
connectivity to workloads from client networks used for creating the nodes of Tanzu Kubernetes Limit Unlimited
and to load balance traffic between Tanzu clusters is pulled from that library. This library will Imi niimite:
Kube! clusters. The type of load balancer contain the latest distributions of Kubernetes and Worst Case Allocation 28,800 MHz
supported is HAproxy. accompanying OS.
Memory
Shares Mormal (163840)
VIEW CONTENT LIBRARIES .
Reservation Expandable
Lirnit Unlimited
Worst Case Allocation 28,800 MB
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Supervisor Cluster Exposing Kubernetes Service
Let the developer communicate in native commands

Developer

Kubernetes API
Endpoint

vSphere Cluster | Supervisor Cluster

mwa re® ©2021VMware, Inc.

SupervisorControlPlaneVM (3)
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Namespaces Allow for Multi-Tenancy of vSphere cluster
Each application its own space and boundaries

SupervisorControlPlaneVM (1) SupervisorControlPlaneVM (2) SupervisorControlPlaneVM (3)

vSphere Cluster | Supervisor Cluster

mwa re® ©2021VMware, Inc.

Ops Team

Y
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How to Create a Namespace?
Workload Management option

vm vSphere Client Menu v Create Namespace X
G} Home
% Shortcuts Workload Management Select a cluster where you would like to create this namespace.
Hosts and Clusters Namespaces Clusters Updates Cluster @ o G vesa7 lab homede nl
WMs and Templates
You have successfully enabled Workload Management v HomeDC

£l storage

. This is your global view of namespaces across your clusters.
i@ Networking NX

Content Librari
[ Content Libraries Next Steps

*+* Workload Management « To get started with namespace centric management, create your first namespace. Learn more

E; Global Inventory Lists * You can also add a content library to support Tanzu Kubernetes clusters. Go to Content Library

CREATE NAMESPACE
Policies and Profiles

@ Auto Deploy
& Hybrid Cloud Services

<|» Developer Center

@ Administration l °

Tasks

Og Events ‘ Network @ M

4 Tags & Custom Attributes

Name @ onlinebankapp

¥ Lifecycle Manager Description

The namespace for the online bank application
(-» DRaa$
(®) vRealize Operations @

CANCEL CREATE

mwa reO ©2021 VMware, Inc. 17




Namespace
The new control concept for application deployment

@) onlinebankapp ACTIONS v

vm vSphere Client Menu

Summary Monitor Configure Permissions Compute Storage Network

@ Your namespace onlinebankapp has been successfully created.

Before sharing with your devops team, you might want to :

o @ 8 @

v [ vcsa7.lab.homedc.nl

W HomeDC

} MGMT When you're ready, you can hand this namespace to the devops team.

hd NX [] Don't shew for future werkloads

[[] nxllabhomedc.nl

* Choose which storage policies the namespace can use
* Add your devops teams users and permissions

» Set some limits for this namespace

» Add a content library to the cluster to support Kubernetes functions

Status Created 1/4/20 & Permissions i Storage
[ nx2.lab.homedc.ni

Config Status (@)

[ nx3.lab.homedc.ni © Running
o E Mamespaces Kubernetes Status (D You haven't given any devops You haven't added any storage
@ Active access to this namespace. Add policies for this namespace. Add
[E:l onlinebankapp some permissions to let your some policies to let your devops
Location devops team directly manage team access persistent storage.
3 SupervisorControlPlaneVM (1) NX s namespace.

A vesa7.lab.homede.nl

¥ SupervisorControlPlaneVM (2)
Link to CLI Tools

3 SupervisorControlPlaneVM (3)
(5 HAProxyO18

mwa reo ©2021 VMware, Inc.

Copylinkim Open[
ADD PERMISSIONS ADD STORAGE

Capacity and Usage

CcPU

O MHz

Memory

OMB

Storage

EDIT LIMITS

Mo limit

Nao limit

Mo limit

o

Tanzu Kubernetes

O

Tanzu Kubernetes Clusters

Content Library EDIT
Tanzu Kubernetes Grid

VIEW ALL

18



Namespaces Offer Control
RBAC and Default Storage Policies

Add Permissions X

Add a user or a group to give access to this namespace

Identity source vsphere.local e
User/Group Search 1 OnlineBankAppDevs
Role Can edit b4

mwa reo ©2021 VMware, Inc.

Select Storage Policies X
E] Storage Policy Total Capacity Available Capacity
D > VM Encryption Policy 6.48 TB 625 TB

vSAMN Default Storage P...

D b Management Storage P.. 546 TB 524 TH
D > Management Storage p.. 546 TB 524 THB
D > Management Storage P.. 546 TB 524 TB
D b Management Storage p.. 546 TB 524 TH
1 1- 6 of 6 items

19



Limit Resource Consumption
Guardrails for the self-service model

@) onlinebankapp ACTIONS v

Summary Monitor Configure Permissions Compute Storage

Resource Limits X
Below are various resources that are available to the namespace. You can Status Created 1/4/20 = Capacity and Usage ’
choose to limit consumption of any or all of these. This is an optional step. Config Status @ CPU 50 GHz Limit
CPLU 50 GHz 0 Runnlng O MHz

Kubernetes Status G}
Memory 64 GEBE « Memory 64 GB Limit

| & Active
+ Storage Mo limit MB . O ME

Location

vSAN Default Storage Policy Mo limit ME M Storage Mo limit
7.lab.h dec.nl
[J vcsa7.lab.homedc.n O B

CANCEL “ Link to CLI Tools

Copy link I  Open[@
EDIT LIMITS

mwa re® ©2021 VMware, Inc. 20




Namespace is ready to be consumed
Developers can safely deploy workload

@) onlinebankapp ACTIONS v

Summary Manitor Configure Permissions Compute Storage MNetwork
Status Created 11/30/20 Capacity and Usage = Permissions = Storage = Tanzu Kubernetes =
Config Status (3) CPU 50 GHz Limit Can view @ O O
i Mo users have permission to

Q Runnmg O MHz only view namespaces Persistent Volume Claims Tanzu Kubernetes Clusters
Kubernetes Status @

Memory 64 GB Limit o Content Library EDIT
9 Active O Can edit @ Storage Policies @ Tanzu Kubernetes Grid

. vSAN Default Storage P.. | No limit
Location MBE OnlineBankAppDevs
N Storage Mo limit
vcsa?.lab.homedc.nl O

ﬂ MB
Link to CLI Tools
Copy link I Open[@

EDIT LIMITS MANAGE PERMISSIONS EDIT STORAGE VIEW ALL

mwa re® ©2021 VMware, Inc. 21



Developer deploys TKG Cluster

Interacting with the Supervisor API service

Deploy TKG Cluster

Developer

Kubernetes
nt

G Guest Clus!

SupervisorControlPlaneVM (2)

vSphere Cluster | Supervisor Cluster

mwa re® ©2021VMware, Inc.

SupervisorControlPlaneVM (3)

Ops Team




Consumption strategy

How to guide the self-service customer

mwa reo Confidential | ©2019 VMware, Inc.




Deploying with a deployment YAML file

Infrastructure as Code

Deploy Native Worklogd ===

> TKG Guest Cluste

SupervisorControlPlaneVM (3)

Ops Team

w0

vSphere Cluster | Supervisor Cluster

mwa re® ©2021 VMware, Inc. 24




VirtualMachineClass used for TKG Cluster Deployment

c:\bin>kubectl get virtualmachinecla
NAME AhE
best-effort-2xlarge
be -effort- 4~larce
E++ur t-8xlarge
Fort-large
E-medium
rt-small
rt-xlarge

c:\bin>type onlinebankappdevcluster.yaml
apiVersion: run.tanzu.vmware.com/vlalphal
kind: TanzuKubernetesCluster
metadata:

name: onlinebankappdevcluster
Spec:

topology:

controlFPlane:
count: 1
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class: guaranteed-medium
storageClass: wvsan-default-storage-policy

aranteed-2xlarge
~anteed-4xlarge

_|

workers:
count: 2
class: guaranteed-large
storageClass: vsan-default-storage-policy
distribution:
version: wv1.17.7
c:\bin>

~anteed-large
~anteed-medium
~anteed-small
~anteed-xlarge
~anteed-xsmall

c:ibin>

VmWa re ©2021 VMware, Inc. 25



Tanzu VirtualMachineClass

VMClass CPU Reservation Memory Reservation
best-effort-size 0 0
Guaranteed-size Equal to CPU config Equal to memory config
VMClass Size Memory
8 XLarge 32 128Gi
4 XlLarge 16 128Gi
2 XLarge 8 64Gi
XLarge 4 32Gi
Large 4 16Gi
Medium 2 8Gi
Small 2 4Gi
XSmall 2 2Gi
vIMIWare c.overe inc 26



Kubernetes Cluster Config Footprint
Kubernetes cluster sizing can impact overall vSphere platform performance

Control Plane Node Sizing Considerations

- How many operations are expected? (Container Churn) (CP node sizing)

- Production or Interactive tests cluster? (VM class type)

+ For consistent performance use guaranteed resources for production environment
- Reserved resources impact consolidation ratio of Supervisor Cluster

«  Solving High Availability of Kubernetes control plane nodes with vSphere HA

- vSphere HA might be quicker to respond to node failure before Kubernetes can

mwa reo ©2021 VMware, Inc. 27



Kubernetes Highly Available Topology

.....................................

___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

APlserver .~  APlserver i APlserver | i~ APlserver i~ APlserver i~ APlserver | "  APIserver

.| Controller- | | | Controller- | | Controller- | | | Controller- | | | Controller- | | Controller- | | | Controller- |
P manager P manager P manager Pl manager Pl manager P manager P manager

Scheduler Scheduler Scheduler Scheduler Scheduler Scheduler Scheduler

mwa reO ©2021 VMware, Inc. 28



Kubernetes Failure Response Timeline
Worst-case scenario: 356 seconds

A toleration is automatically added for

AP Server node. kubernetes.iofnot-ready and
The worker node Admission node.kubernetes.io/unreachable with
Kubelet posts its _ Control tolerationSeconds=300. This feature allows
status every 10 ; ----or-- NodeStatusUpdateRetry = 5 ooy the definition of a per-pod eviction policy
seconds R1 R2 R3 R4 RS
‘ i Kubelet I
------------------ nodeStatusUpdateFreguency = 185 oo e missas i
update :
Status: i Sta:tus: i Status: i recreated
Ready 77 rE\;:lds!rwsupduEe i Ready L [ECEEe re:uds!rwsupdute el - reuds:!rwsupdute i
T2 - T11 - : - Te2 T-I'm ’ e e nodeMoniterGracePeriod = 485 - Jfeee TR -eeeee
Host Failure | : :
Status: Status: Status: Status Status: Status: N ;d
! Ready Ready Ready Ready node node ooe
; i i i i Unresponsive Unresponsive NotReady
kube-controller-manager |- noldeﬂonitgrperigld = Bg ... [ ] S S SO RUR L _________________________________

The number of retries allowed for the kubelet to
post the node status. The volue is the result of N x
nodeStatusUpdateFrequency. N is defined by
MNodeStatusUpdateRetry (gefouit set to 5)

Checks the node status
reported by the Kubelet

vmware

©2021 VMware, Inc.

Updates status of :
period for deleting pods on failed pods ta terminate --r-r-rereeeee ey

podEvictionTimeout is the grace

nodes (Duration: § x time. Minute) state

Pods part of o Statefulset are not not

Pods part of o Deployment sets are recrected

|Kublelet |

receives Pod

rermrr:rn're notication The OC creates new

pod ta reconcile the
: current state into
Updates endpoints the declarative state
{IP tabies) for

removing

Inaccessible pods

Deploymenl-mntroller| |Kube-5chedu|er|

Scheduler watches
pod creation, finds
a feasible node and
assigns Pods to
nodes. It typically
takes the scheduler
less than a second
to schedule it.

Kubelet that runs on
the node that is
assigned creates the
pod and start it up.
it typically takes the
kubelet less than a
second to schedule
it

29



Kubernetes Cluster Config Footprint
Kubernetes cluster sizing can impact overall vSphere platform performance

Worker Node Considerations

- How many resources do the containerized workloads require? (Node size)
« Availability of containerized workloads (Number of Nodes)

«  Kubernetes node is a "soft” fault domain

- Test or Production (Guaranteed or Best effort virtual machine class)

mwa reo ©2021 VMware, Inc. 30



Namespaces are Backed by Resource Pools
Commit to RP structures for all workload objects

W Il N NX ACTIONS W

|j ﬂxllab.hﬁmedc.nl Summary Maonitor Configure Permissions Hosts WMs Namespaces Datastores
VMs placed outside [ nx2.Jabhomedc.n cource Poots
NAMESPaces can [[] nx3.ab.homedc.nl
create sibling rivalry v @ Names
paces | Name w | CPU Shares w CPU Shar... ~ Memory Shares w Memeory Shares Value
b [E] Zxlarge & Namespaces Normal 4000 Normal 163840
Placing a VM “next” () 4xlarge (&) xsmall Normal 4000 Normal 163840
tO the namespaces ? g & thg-best-effort-xsmall Normal 4000 Normal 163840
. > [E] 8xlarge (&) small Normal 4000 Normal 163840
can Create Contentlon % [E:l large & tkg-best-effort-small Normal 4000 Normal 163840
for best-effort TKG ) (&) medium Normal 4000 Normal 163840
clusters > (@) medium & tkg-best-effort-medium Normal 4000 Normal 163840
> [E] small (&) large Normal 4000 Normal 163840
3 [EJ xlarge &0 tkg-best-effort-large Normal 4000 Normal 163840
(@) xlarge Normal 4000 Normal 163840
b I:Ei:l xsmaill (@) 2xlarge Normal 4000 Normal 163840
-I_'ra SupervisorControlPlaneyvM (1) (@) 4xlarge Normal 4000 Normal 163840
_L.@ SupervisorControlPlaneVM (2) (@) Bxlarge Normal 4000 Normal 163840
65 tkg-best-effort-xlarge Normal 4000 Normal 163840
"y SupervisorControlPlaneVM (3) & tkg-best-effort-2xlarge Normal 4000 Normal 163840
E;l. HAProxy 018 &0 tkg-best-effort-dxlarge Normal 4000 Normal 163840

1 MonsterVM1

mwa reC ©2021 VMware, Inc. 31



Namespace (Resource Pool) Limits
Limit the physical resource allocation

Namespace Limit impacts overall consumption of vSphere reserved
resources

50 G Limit will not allow a deployment of 6 guaranteed-large node
Kubernetes cluster (96G > 50 G)

But, to workaround developer can deploy 6 best-effort large node
Kubernetes cluster

How much oversubscription will you allow?
Namespaces Scalable Shares help

Please review the Scalable Shares deep dive on frankdenneman.nl

mwa reo ©2021 VMware, Inc.

Total CPU Shares Issued: 60000

Total Memory Shares Issued: 9830400

1310720 7%H 4000 H 655360

NormalShares Resource Pool
Normal Share Level (2)

HighShares Resource Pool

Lo o] e v e

[o00 ][ 2o |[ 7000 |[ 00 ][00 ][ 7oo0 ]

l 327680 H 327680 H 327680 H 327680 H 327680 H 327680 l

~13 GHz ~13 GHz ~13 GHz ~13 GHz ~13 GHz ~13 GHz
~13GB ~13GB ~13GB ~13GB ~13GB ~13GB


https://frankdenneman.nl/2020/05/27/vsphere-7-drs-scalable-shares-deep-dive/

Questions to ask yourself and your customer, the developer
Understanding their needs helps you to provide a stable platform

What type of Kubernetes landscape do you expect?

* Highly dynamic test Kubernetes deployments
— How many developers will interact with vSphere platform?

— High number of developers deploying? Consider Max concurrent vCenter provisioning operations
setting

— What is the expected lifetime of a Kubernetes cluster? (Churn)
— Separate vCenter for vSphere Platform designated to run Kubernetes?

High Available Kubernetes deployments consist of 3 control plane nodes with
guaranteed resources.

« Cannot limit VM classes in a namespace (yet)
« Educate your developers on the power of vSphere HA
« Scalable shares are enabled by default for developer-managed namespaces

mwa reo ©2021 VMware, Inc. 33



Agenda

Providing a platform for modern IT services

Part 1 — Creating a developer self-service platform with
vSphere 7.x presented by Frank Denneman

Part 2 - vSphere 7.x and the Kubernetes Admin
presented by Cormac Hogan

Part 3 - vSAN 7.x and the vSphere Admin presented by
Duncan Epping

mwa reo ©2021 VMware, Inc.
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Learn more:
at frankdenneman.nl

Thank You
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Developer Deploys New Workload

Interacting with TKG Kubernetes API service

Deploy Native Workload

Deve;ope’ 0

SupervisorControlPlaneVM (1) R SupervisorControlPlaneVM (2) SupervisorControlPlaneVM (3)

TKG TKG TKG
worker worker worker
node node node
VM VM VM

TKG Guest Clustes

TKG CP
VM

]

mwa re® ©2021 VMware, Inc. 37
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How to deploy a TKG cluster on vSphere with Tanzu

medium
onlinebankapp

u wish to use is not in this 1i ay need to try
cluster administrator

orkload name>’

uster created
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