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Chat functionality and Q&A parts

Interactive Roadshow

Please use the chat function to ask questions
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Agenda

3

Build or Pull Containerized Workload?

Creating Self-Service Consumable Pools of Resources

Consumption Strategy
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Build or Pull Containerized 
Workloads?
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Containers Displacing Commercial Off-the-Shelf Software (COTS)
According to IDC Predictions

500 
Million

Cloud-native applications

expected over the next 5 years

Build or pull?
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From 1.6 billion in 2018 to 5.5 billion USD by 2023 

Vendor Application Container Market Development

Source: 451 Research
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A Modern Application Architecture
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A Modern Application Architecture

CONTAINERIZED 
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Kubernetes Control Plane
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VM

VM

VM

Developer

How do I deploy this 
app?

How do I operate it on 
day 2?

What tools can I use 
with it?

IT Ops

How do I ensure the 
availability of this 

app?

How do I ensure its 
security?

How do I deliver 
quality of service?

How do I control cost 
of our infrastructure?
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Kubernetes 

released

2015

A lot of work happened behind the scenes

VMware efforts for supporting Kubernetes

Project Hatchway

Officially released

2017

Providing persistent 
storage volumes to 

containerized 
workloads

NSX-T 2.x

Officially released

2018

Supporting cloud-
native applications by 

providing granular per-
container network

policies, container to 
container L3 

networking and load-
balancing for 
microservices

vSphere with Kubernetes 
announced at VMworld 

2019

2019

Supporting TKGS and 
native vSphere Pods

2018

VMware 
acquires 
Heptio

Heptio provides 
professional services 
for enterprises that 
adopting or using 

Kubernetes
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Tanzu 
Kubernetes 
Grid Service  

(TKGS)

vSphere 7 
with Tanzu
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vSphere 7 
with Tanzu

A Lightweight take on virtual machines

vSphere Pod

Container Container

Container Engine

Linux Kernel

CRX

vSphere Pod

First-Class Citizen

ESXi
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Self-Service 
Platform for 
developers

Infrastructure 
centrally 

managed by 
Ops teams
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Creating Self-Service Consumable 
Pools of Resources



©2021 VMware, Inc. 14

Enable Workload Management on vSphere Cluster
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Let the developer communicate in native commands

Supervisor Cluster Exposing Kubernetes Service
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Each application its own space and boundaries

Namespaces Allow for Multi-Tenancy of vSphere cluster
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Workload Management option

How to Create a Namespace?
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The new control concept for application deployment

Namespace
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RBAC and Default Storage Policies

Namespaces Offer Control
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Guardrails for the self-service model

Limit Resource Consumption
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Developers can safely deploy workload

Namespace is ready to be consumed
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Interacting with the Supervisor API service

Developer deploys TKG Cluster
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Consumption strategy
How to guide the self-service customer
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Infrastructure as Code

Deploying with a deployment YAML file



©2021 VMware, Inc. 25

The directly visible consumers of the vSphere platform

VirtualMachineClass used for TKG Cluster Deployment



©2021 VMware, Inc. 26

Tanzu VirtualMachineClass

VMClass Size CPU Memory

8 XLarge 32 128Gi

4 XLarge 16 128Gi

2 XLarge 8 64Gi

XLarge 4 32Gi

Large 4 16Gi

Medium 2 8Gi

Small 2 4Gi

XSmall 2 2Gi

VMClass CPU Reservation Memory Reservation

best-effort-size 0 0

Guaranteed-size Equal to CPU config Equal to memory config
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Control Plane Node Sizing Considerations

• How many operations are expected? (Container Churn) (CP node sizing)

• Production or Interactive tests cluster? (VM class type)

• For consistent performance use guaranteed resources for production environment 

• Reserved resources impact consolidation ratio of Supervisor Cluster

• Solving High Availability of Kubernetes control plane nodes with vSphere HA 

• vSphere HA might be quicker to respond to node failure before Kubernetes can

Kubernetes cluster sizing can impact overall vSphere platform performance

Kubernetes Cluster Config Footprint
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Stacked ETCD topology (ETCD member within the control plane node)

Kubernetes Highly Available Topology
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Worst-case scenario: 356 seconds

Kubernetes Failure Response Timeline
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Worker Node Considerations

• How many resources do the containerized workloads require? (Node size)

• Availability of containerized workloads (Number of Nodes)

• Kubernetes node is a ”soft” fault domain

• Test or Production (Guaranteed or Best effort virtual machine class)

Kubernetes cluster sizing can impact overall vSphere platform performance

Kubernetes Cluster Config Footprint
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Namespaces are Backed by Resource Pools
Commit to RP structures for all workload objects

VMs placed outside 
namespaces can 
create sibling rivalry 

Placing a VM “next” 
to the namespaces 
can create contention 
for best-effort TKG 
clusters
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Namespace Limit impacts overall consumption of vSphere reserved 
resources

50 G Limit will not allow a deployment of 6 guaranteed-large node 
Kubernetes cluster (96G > 50 G)

But, to workaround developer can deploy 6 best-effort large node 
Kubernetes cluster

How much oversubscription will you allow?

Namespaces Scalable Shares help

Please review the Scalable Shares deep dive on frankdenneman.nl

Limit the physical resource allocation

Namespace (Resource Pool) Limits

                        

    

      

    

      

    

      

    

      

    

      

    

      

     

       

    

      

    

      

    

      

                           

                      

                         

                    

       

    

        

      

    

        

      

    

        

      

       

    

      

    

      

    

      

    

        

      

    

        

      

                        

                   

                                                                 

                                                 

    

        

      

    

        

      

    

        

      

    

        

      

    

        

      

https://frankdenneman.nl/2020/05/27/vsphere-7-drs-scalable-shares-deep-dive/
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What type of Kubernetes landscape do you expect?

• Highly dynamic test Kubernetes deployments

– How many developers will interact with vSphere platform?

– High number of developers deploying? Consider Max concurrent vCenter provisioning operations 
setting

– What is the expected lifetime of a Kubernetes cluster? (Churn)

– Separate vCenter for vSphere Platform designated to run Kubernetes?

High Available Kubernetes deployments consist of 3 control plane nodes with 
guaranteed resources.

• Cannot limit VM classes in a namespace (yet)

• Educate your developers on the power of vSphere HA

• Scalable shares are enabled by default for developer-managed namespaces

Understanding their needs helps you to provide a stable platform

Questions to ask yourself and your customer, the developer
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Providing a platform for modern IT services

Agenda

Part 1 – Creating a developer self-service platform with 
vSphere 7.x presented by Frank Denneman

Part 2 - vSphere 7.x and the Kubernetes Admin 
presented by Cormac Hogan

Part 3 - vSAN 7.x and the vSphere Admin presented by 
Duncan Epping
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Thank You

Learn more:

at frankdenneman.nl
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“Build or Pull your containerized 
workload onto vSphere 7. As 
vSphere 7 is the foundational 
building block for an infrastructure 
that is home for new workloads. 
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Interacting with TKG Kubernetes API service

Developer Deploys New Workload
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Infrastructure as Code plays a key role

How to deploy a TKG cluster on vSphere with Tanzu


